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Abstract
Acronym disambiguation (AD) is a practical task that aims at matching acronyms with their expansion alternatives. The
significance of this task is to alleviate the problem of acronym abuse, which is a common phenomenon in the scientific
domain. Although it simplifies the expression, great obstacles are brought to readers outside the field. In this paper, we
introduce a new method for acronym disambiguation, which is different from the previous binary classification model. We
argue that treating the task as a multi-choice problem and incorporating negative expansion sampling can more effectively
capture the relation between the acronym and its corresponding expansion. Experiments show our model obtains significant
improvement over the baseline and other methods.

1. Introduction
In recent years, with the continuous progress in the sci-
entific domain, the amount of technical vocabulary is
growing at an incredible rate. In order to simplify the ex-
pression of technical contexts, acronyms are frequently
used to avoid repeating the complex long-form of scien-
tific phrases.
An acronym, a short form of a phrase, is generally

made up of the initial character of its corresponding ex-
pansion. For instance, in sentence “All systems use their
IP address to introduce themselves to the network.”, IP here
is the abbreviation of “Internet Protocol”.

However, an acronym could be related to multiple ex-
pansions, so that the abuse of acronyms may lead to
difficulties in semantic comprehension. For example, IP
can be an acronym for “Internet Protocol” or “Intellectual
Property” in different articles. The actual meaning of it de-
pends on the context. Due to this one-to-many problem,
the acronym disambiguation becomes a practical task
in scientific document understanding. Properly solving
this problem can benefit multiple downstream tasks such
as named entity recognition [1] and relation extraction
[2, 3].

Acronym disambiguation aims to find the most appro-
priate expansion among several candidates, and a typi-
cal sample of this task is shown in Figure 1. The input
includes a sentence and an acronym dictionary, which
contain the target acronym and long-form phrase alter-
natives, respectively. Different long forms are colored
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Input:

We also see that the system ability to distinguish 

Correct and PC answers need to be improved.

PC:  -- Partially Correct -- pathway curation

-- prepositional complement

Output: Partially Correct

Figure 1: An instance of acronym disambiguation

in different colors. Since the color of the actual label is
blue, we also color the acronym PC blue to indicate the
matching relationship between these two forms.
In the last year, SDU@AAAI-21 has already studied

the acronym disambiguation in the scientific domain, but
the language is limited to English. SDU@AAAI-22 [4]
expands the corpus to English (Legal domain and Scien-
tific domain), French, and Spanish to further explore this
problem. Besides, to thoroughly test the robustness of
the model, this task refers to the formulation of zero-shot
tasks, which means the acronyms in the train/dev/test
set are exclusive, making the task a zero-shot problem
within each domain. Datasets of this task is provided by
Amir Pouran Ben Veyseh [5].

Generally, the acronym disambiguation is formulated
as a classification problem. In last year’s competition,
Pan et al. [6] trained a binary classification model. How-
ever, we find that treating the task as a multi-choice
problem and incorporating negative expansion sampling
can be more efficient on this year’s multilingual and zero-
shot corpus. Furthermore, by utilizing BERT-based pre-
trained language models(PLMs), we are able to capture
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the contextual information and leverage it in the process
of classification.

The main contributions of this work are as follows:

• We propose a multi-choice classification model
to solve the acronym disambiguation task and
demonstrate its effectiveness.

• We propose a method called Negative Expansion
Sampling method to help the model distinguish
the different expansion candidates more effec-
tively.

• We utilize various BERT-based PLMs and differ-
ent training strategies on the multilingual corpus
and explore the optimal pre-trained model for
each dataset.

• Our model achieves a competitive performance
on different language tracks and finally ranks 4th
in SDU@AAAI-22 competition.

2. Related Work

2.1. SDU@AAAI-21 Works
A similar competition was held last year, and participants
in SDU@AAAI-21 made a significant exploration in the
acronym disambiguation.

The state-of-the-artwork of this competition [6] lever-
ages BERT [7] and RoBERTa [8] instead of training from
scratch. They also utilize multiple training strategies,
such as adversarial training and pseudo-labeling, to im-
prove model performance. Second place team [9] merges
domain agnostic and specific knowledge to introduce ex-
tra information for acronym disambiguation task, which
achieves a comparable performance to the above one.
Besides these two teams, some other effective meth-

ods are proposed for the task. Egan and Bohannon [10]
exploit distantly-supervised datasets to enhance the train-
ing data. Singh and Kumar [11] redefine the acronym
disambiguation as a span prediction task. And although
not the best score, Pereira et al. [12] employs SVM to
obtain a highly efficient model.

2.2. Word Sense Disambiguation
Word sense disambiguation aims to identify the appropri-
ate meaning of a word in context [13]. Compared with
the acronym disambiguation, more attention is paid to
this similar research field.
SensEmBERT [14] is a remarkable knowledge-based

approach that enables the exploitation of knowledge in se-
mantic representation extraction. Along with it, EWISER
[15] leverages the relational information encoded in Lex-
ical Knowledge Bases hence achieving a considerable
improvement.

Confined of the limited training resources, some re-
searchers also attempt to utilize unsupervised [16] or
semi-supervised [17] approaches to alleviate this prob-
lem. This enlightening exploration obtained a satisfying
result.

2.3. Pre-trained Language Models
Nowadays, it is common to utilize pre-trained language
models(PLMs) as a feature extractor for the downstream
NLP tasks. The prior knowledge encoded in the PLMs
could significantly boost the performance and speed up
the convergence of the model compared to those trained
from scratch.
Typical PLMs include GPT [18] and BERT [7]. The

BERT-like models have become the most popular PLMs
since their emergence. Considering of the gap between
different languages, we leverage RoBERTa [8], BERT-
Spanish [19] and BERT-multilingual [7] on English, Span-
ish and French respectively. We also explore the domain-
specific model on the English scientific and legal track
using SciBERT [20] and LEGAL-BERT [21].

3. Proposed Method
In this section, we will formulate the acronym disam-
biguation task first and then give an overview of our
model. Finally, we will introduce the proposed method
in detail.

3.1. Task Formulation
The acronym disambiguation task is generally formu-
lated as a classification problem. Task input includes a
sentence 𝑆 = {𝑥1, 𝑥2, ..., 𝑎𝑖𝑝, ..., 𝑥𝑛} and an expansion dictio-
nary 𝐷𝑖 = {𝐿𝑖1, 𝐿𝑖2, ..., 𝐿𝑖𝑚}. In sentence 𝑆, token 𝑎𝑖𝑝 repre-
sents the 𝑖𝑡ℎ class acronym at the 𝑝𝑡ℎposition. Dictionary
𝐷𝑖 contains long forms 𝐿𝑖 for the 𝑖𝑡ℎ class acronym 𝑎𝑖𝑝.
The length of sentence 𝑆 and dictionary 𝐷𝑖 is 𝑛 = |𝑆| and
𝑚 = |𝐷𝑖| respectively. The model is expected to match 𝑎𝑖
with the most appropriate long form among 𝐷𝑖.

3.2. Model Architecture
Figure 2 gives an overview architecture of our model. For
model input, each long-form alternative is concatenated
with context separated by [SEP] token. Furthermore, we
add special tokens < start > and < end > to mark the
position of the target acronym, this can help guide our
model pay more attention to it.
Different from previous works [6, 9], which treat the

task as a binary classification problem and every time
only consider one expansion with the sentence, we prefer
to take all expansions that belong to the same acronym
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Original training data:
Sentence: All systems use their IP address to introduce themselves to the network.

Acronym: IP             Dictionary: 1. Internet Protocol, 2. Intellectual Property

[CLS] Internet Protocol [SEP] All systems use their <start> IP <end> address to introduce themselves to the network . [SEP]

[CLS] Intellectual Property [SEP] All systems use their <start> IP <end> address to introduce themselves to the network . [SEP]

[CLS] Pseudo Label [SEP] All systems use their <start> IP <end> address to introduce themselves to the network . [SEP]
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Figure 2: An overview of the proposed method. Original training data is handled to a batch of samples, and random pseudo
labeled samples are used to pad the batch into constant length. With carefully selected BERT-based PLM, samples are encoded
into representations, where the hidden state of [CLS] is applied to multi-choice classification.

into account at a time and model the task as a multi-
choice classification problem. What’s more, for each
acronym 𝑎𝑖, we randomly sample negative expansions
from other acronyms’ dictionaries and add them into 𝐷𝑖
as fake candidates to further strengthen the robustness
of our model.

As a result, different from commonmini-batch training
that a single batch contains samples irrelevant to each
other, one sample here contains different expansions from
𝐷𝑖 concatenated with the same sentence, we randomly
sample negative expansions to pad all dictionaries 𝐷𝑖 to
the same size 𝑘 and we set 𝑘 = 𝑚𝑎𝑥

𝑖
{|𝐷𝑖|}, so when batch

size is set to 𝑏𝑠, the true training batch size can be seen
as 𝑏𝑠 ∗ 𝑚𝑎𝑥

𝑖
{|𝐷𝑖|}. We give each long form candidate a

score 𝑓 (𝑎𝑖, 𝐿𝑖𝑘, 𝑠), where 𝑓 is the function representing our
model, then the probability of each long form candidate
is obtained through a softmax function. We leave out the
subscript index 𝑖 of acronym and dictionary for simplicity.

𝑃(𝐿𝑘) =
𝑓 (𝑎, 𝐿𝑘, 𝑠)

∑|𝐷|
𝑛=1 𝑓 (𝑎, 𝐿𝑛, 𝑠)

(1)

Specifically, samples are sent to a BERT-based PLM
and encoded into hidden states. Following the common
practice of utilizing BERT, we leverage the represen-
tation of [CLS] token as the contextual vector, and a
CLIP-Adapter [22] is used as the classifier to get each
expansion’s score. In addition, we incorporate two tricks,

adversarial training [23] and Child-Tuning [24], to fur-
ther boost model generalization. Experiments on the
SDU@AAAI-22 dataset demonstrate the effectiveness of
our model.

3.3. Training Strategies
3.3.1. Negative Expansion Sampling.

Due to the variable size of different acronyms’ dictionar-
ies, the way of sample construction becomes a non-trivial
problem. In binary classification, each sample contains
a sentence, an expansion of the acronym and a label in-
dicating whether the expansion is the actual long form
for the acronym in the sentence. For this classification,
it is easy to pack several samples into a batch. How-
ever, when treating the task as multi-choice classification
problem, every time we have to take all expansions of
an acronym into account to get a softmax probability,
but different acronyms have dictionaries with variable
size, which means we have to split samples in a batch
into different small groups and do softmax within the
group. For example, if one batch contain 2 different sen-
tences and the first sentence contains an acronym that
has 3 possible expansions and then we concatenate each
expansion with the same sentence to create 3 samples.
Similarly, the second one has 5, so the actual batch size
is 8, thus we have to perform softmax on the first three
samples and the other five separately. This method not



Dataset train dev test
sent. acr. sent. acr. sent. acr.

English/l 2949 242 385 31 383 30
English/s 7532 405 894 52 574 40
French 7851 541 909 68 813 60
Spanish 6267 437 818 56 862 53

Table 1
Statistical information of datasets

only slows down the training process but also makes it
impossible to fix batch size to a constant.

To overcome this obstacle, we decide to pad all dictio-
naries to a fixed size 𝑘 = 𝑚𝑎𝑥

𝑖
{|𝐷𝑖|}, which makes it con-

venient for training in a constant batch size. Considering
the acronyms in the train/dev/test datasets are exclusive,
which means an acronym appearing in the test dataset
doesn’t show up in the train or dev dataset, we sample
pseudo expansion candidates to pad the dictionaries. We
call this method Negative Expansion Sampling. We
also tried to use a meaningless symbol as [PAD] token
and mask out their scores before softmax, but it leaded
to a worse performance. The negative expansion sam-
pling strategy not only solves the engineering technical
problems, but also can strengthen the robustness of our
model.

3.3.2. CLIP-Adapter.

Large-scale pre-trained models have shown significant
progress in lots of domains, but how to effectively trans-
fer the learned knowledge to downstream tasks remains
an open problem. Unlike prompt-based methods, CLIP-
Adapter adopts two linear layers to transform the fea-
tures 𝑣 extracted by PLMs into new task-specific features
𝑣𝑠 and blend them together in a residual-style, which is
represented as 𝑣⋆.

𝑣𝑠 = ReLU (𝑣𝑇W1)W2 (2)

𝑣⋆ = 𝜆 ⋅ 𝑣𝑠 + (1 − 𝜆) ⋅ 𝑣 (3)

Experiments show CLIP-Adapter can bridge the semantic
gap between the downstream task and the pre-training
dataset. In residual blending, a hyperparameter 𝜆 is used
for trading off original and task-specific information for
better performance.

3.3.3. Adversarial Training.

Adversarial training is a widely used technique that can
enhances robustness and generalization of the model.
The optimization objective can be expressed as follow:

min[CE(y, ŷ) + 𝛽 max
‖𝜖‖≤𝑐

KL( ̂y, 𝑓 (x + 𝜖))
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑅

] (4)
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Figure 3: Distribution of expansions per acronym
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Figure 4: Distribution of sentences per acronym

where CE is the cross entropy loss and KL is Kullback-
Leibler divergence, and ŷ is model prediction. Adver-
sarial training essentially minimizes the KL-based worst-
case posterior difference between the clean and corrupted
inputs, 𝜖 is the most adversarial direction searched with
an inner loop.

3.3.4. Child Tuning.

Fine-tuning a large pre-trained model on downstream
tasks is popular nowadays, but fine-tuning directly on
limited training data may causemany problems like catas-
trophic forgetting. Xu et al. [24] proposes a new fine-tune
method called Child-Tuning. Specifically, it randomly or
strategically masks out part of the gradients during the
backward process. Thus only a subset of parameters of
pre-trained models is updated. Empirical results show
Child-Tuning can help the model obtain better general-
ization performance.



PLM English/scientific English/legal
P R F1 P R F1

BERT𝑙𝑎𝑟𝑔𝑒 – – – 0.708 0.615 0.658
LEGAL-BERT – – – 0.781 0.628 0.696
SciBERT 0.830 0.704 0.762 0.712 0.624 0.665
RoBERTa𝑏𝑎𝑠𝑒 0.811 0.765 0.787 0.706 0.597 0.647
RoBERTa𝑙𝑎𝑟𝑔𝑒 – – – 0.790 0.637 0.705

French Spanish
xlm-RoBERTa𝑏𝑎𝑠𝑒 0.731 0.654 0.690 0.753 0.683 0.716
BERT-Spanish – – – 0.832 0.795 0.813
BERT-multilingual 0.758 0.696 0.726 0.810 0.737 0.772

Table 2

Results on test set using different PLMs.

4. Experiments

4.1. Datasets
SDU@AAAI-22 shared task 2 providedmultilingual datasets
in English(including legal and scientific domain), French,
and Spanish1. Table 1 shows the statistics of the datasets,
where sent. and acr. represent the number of sentences
and acronyms, respectively. And we exclude acronyms
that don’t appear in any datasets. Besides, English/l
and English/s stand for English in legal and scientific
domain. As a zero-shot task, acronyms have no overlap
between datasets.
Figure 3 and Figure 4 demonstrate statistical analysis

of the datasets. On average, each acronym has 3.1 long-
form alternatives, but Figure 3 reveals that the number
of expansions per acronym has an apparent long-tail
distribution. Meanwhile, each acronym averagely has
15.0 examples, and Figure 4 indicates most acronyms
show up in less than 15 sentences.

4.2. Implementation Details
Considering the gap between different languages, we
leverage different PLMs trained on the corresponding
corpus for each dataset. We utilize RoBERTa [8], BERT-
Spanish [19] and BERT-multilingual [6] on English, Span-
ish and French datasets respectively. What’s more, we
compare these models to other domain-specific PLMs
like SciBERT [20] and LEGAL-BERT [21].

We implement the proposed model based on Hugging
Face transformers[25]. The batch size used in our ex-
periments is fixed to 1, because as described above, one
sample contains 𝑘 = 𝑚𝑎𝑥{|𝐷𝑖|} sentences and batch size
bigger than 1 may lead to “out of memory” error. Though
we can increase the batch size by reducing padding size

1https://github.com/amirveyseh/AAAI-22-SDU-shared-task-2-
AD

or truncating redundant expansions, we leave that for fu-
ture research. The learning rate in experiments is 1×10−5
and the max epoch is set to 30 with patience equal to
5. We set 𝜆 = 0.5 for all CLIP-Adapter models and add
a Dropout layer to it with 𝑝 = 0.5. We perform an ad-
versarial attack on the first layer of the model, i.e., the
embedding layer. We use AdamW [26] as our optimizer
with a warm-up rate equal to 0.1 and gradient clip norm
set to 1.0 in all experiments. We evaluate our model
on the development set at the end of each epoch. We
use 4 NVIDIA RTX 3090 GPUs for training. Detailed
experiment results are described in the next section.

4.3. Performance Comparison
Table 2 demonstrates the main results of our proposed
method using different PLMs as the backbone, in which
we can find that the choice of PLMs has an important
impact on the performance.

On English datasets, RoBERTa achieves the best score
among selected PLMs, which is 0.79 by RoBERTa𝑏𝑎𝑠𝑒 on
scientific domain and 0.705 by RoBERTa𝑙𝑎𝑟𝑔𝑒 on legal
domain. Compared with BERT𝑙𝑎𝑟𝑔𝑒, RoBERTa𝑙𝑎𝑟𝑔𝑒 im-
proves the F1 score by 4.7%, indicating the modified train-
ing strategies that RoBERTa adopts have a significant
contribution to its performance. Surprisingly, RoBERTa
also outperforms domain-specific models like SciBERT
and LEGAL-BERT, which implies that more training cor-
pus and larger model size can help PLMs overcome the
possible deficiencies in domain-specific knowledge and
achieve comparable or even better performance than
small-scale domain-specific PLMs.
On French and Spanish datasets, BERT-multilingual

and BERT-Spanish get the highest scores, respectively.
In this turn, we use xlm-RoBERTa𝑏𝑎𝑠𝑒 [27] as the compar-
ative model, which is a multilingual version of RoBERTa.
In contrast to English datasets, the degree of language
specialization has a crucial impact on French and Spanish.



Model Precision Recall F1
BERT-multilingual 0.764 0.690 0.725
-w/o Negative Expansion Sampling 0.687 0.645 0.665
-w/o CLIP-Adapter 0.719 0.671 0.694
-w/o Child-Tuning 0.710 0.671 0.690
-w/o Adversarial Training 0.731 0.655 0.691

Table 3
Ablation study on the French dev dataset

Model Precision Recall F1
BERT-Spanish 0.869 0.813 0.840
-w/o Negative Expansion Sampling 0.811 0.801 0.806
-w/o CLIP-Adapter 0.850 0.805 0.827
-w/o Child-Tuning 0.867 0.823 0.844
-w/o Adversarial Training 0.847 0.799 0.822

Table 4
Ablation study on the Spanish dev dataset

Especially on Spanish datasets, BERT-Spanish achieves
a dominantly superior score of 0.813 and is absolutely
9.7% and 4.1% higher than xlm-RoBERTa𝑏𝑎𝑠𝑒 and BERT-
multilingual respectively. This huge improvement may
be owing to the giant discrepancy between different lan-
guages and demonstrates the importance of leveraging
language-specific PLMs in cross-linguistic tasks.

4.4. Ablation Study
To evaluate the effectiveness of our training strategies, we
conducted an ablation study on both the French and Span-
ish development dataset, which is shown in Table 3 and 4.
As shown in the table, the F1 score of the model without
negative expansion sampling decreases by 6% and 3.4%
on French and Spanish datasets respectively, which con-
firms that this strategy has a significant edge on simply
padding with meaningless tokens. At the same time, F1
score decreases by 3.1% and 1.3% without CLIP-Adapter,
indicating that fusing original and task-specific informa-
tion can promote the performance. As for Child-Tuning,
its effect depends on the datasets, where in French do-
main F1 score decreases by 3.5% without it, but F1 score
increases by 0.4% in Spanish domain. This result may be
owing to the sensitivity of large-scale PLM, which can be
easily affected by downstream task dataset and should
be very carefully tuned. For adversarial training, the ab-
sence of this component harms the model performance
on both French and Spanish datasets, demonstrating the
necessity of using adversarial training.

5. Conclusion
In this paper, we propose a multi-choice classification
model for the acronym disambiguation. To solve the
problem caused by treating the task as a multi-choice clas-
sification problem, we propose Negative Expansion Sam-

pling, which can also strengthen the robustness of our
model. We explore various PLMs on the cross-linguistic
datasets and utilize several training strategies to further
boost the model performance. Comprehensive exper-
iments prove the effectiveness of our proposed model.
Moreover, the ablation study confirms the necessity of
our training strategies. With all of these indispensable
components, our model finally achieves competitive per-
formance on the multilingual acronym disambiguation
task.
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